
International Journal of Artificial Intelegence Research   ISSN 2579-7298 

Vol. 7, No. 1, June 2023, pp. 01-13  1 

        10.29099/ijair.v7i1.348   http://ijair.id         jurnal.ijair@gmail.com  

A Contribution Spanning Three Time Periods Offered by 

Artificial Intelligence and Synthetic Biology 

Diaconescu Ada Svena a, 1,*, Francesco Bellmanb, Heri Nurdiyanto c  

a* Christian Albrechts Universität zu Kiel, Germany 
b Department of Philosophy and Communication Studies, University of Bologna, Italy  
c STMIK Dharma Wacana Metro, Indonesia 
1 dast@informatik.uni-kiel.de* 
* corresponding author 

 

1. Introduction  

I would like to suggest a triple contribution that artificial intelligence (AI) can make to synthetic 
biology (SB) within the framework of embodied cognition. This contribution is on three temporal 
dimensions: the past, present, and future[1]. My claims are: that AI can help SB through the study of 
some past issues that we can rethink in a present-day way, particularly issues that are related to the 
origins of AI; that AI can offer  something to SB as regards some particular current research on 
complex adaptive systems and super- organisms, which involves an  AI treatment of biological 
systems, and vice  versa; that AI can  provide some insight into SB through present-day theoretical 
and epistemological research on  AI future development, especially that concerning the notions of 
general AI and superintelligence[2].  

Contributions from these three specific segments of AI development can concur to create a 
general framework within which it is possible to steer the efforts of SB in the building of synthetic 
biological parts, cells or even more complex organisms, with the aim of exploring the basis of 
cognition and cognitive processes[3]. This is in the spirit of the origins of AI because the initial 
impulse of AI has not disappeared today and it has been totally recovered following renewed interest 
in past elements that come together in the current embodied approach to cognition. In Section 2, I 
outline what AI and SB are in general and what their aims are, trying to establish a common ground 
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 The field of synthetic biology benefits significantly from the application 
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have something to do with the past, the present, and the future of 
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of interaction. In Sections 3 and 4, I deal with issues of early AI that may prove useful to current SB. 
In Sections 5 and 6, I address present issues of complex adaptive systems and biological systems 
that can help to create a fruitful interaction between AI and SB[4]. In Section7, I raise some issues 
regarding the future of AI that may be relevant to discussions on future research on SB. In Section 8, 
I draw conclusions and point out that AI can, by contributing to SB, also can gain something from 
SB[5]. 

2. AI and SB: an overview  

Since its origins, AI has been aimed at simulating any feature of intelligence by a machine, Two 
very different approaches have been used to achieve this aim: top-down, centralized, control-driven, 
logical-based systems that model one or several specific intelligent features or cognitive process; 
bottom-up strategies that involve systems, in which low level agents interact with each other, or 
micro-entities simulate the behavior of parallel processing, giving rise to emergent cognitive 
phenomena[6]. While the former is the traditional approach, the latter is more typical in the new AI 
of recent decades, which is strictly connected to embodied and enactive cognition. While the former 
is considered to be too engineering-driven and oriented to explain (human-level) cognition, the latter 
appears to be more suited to explaining cognitive features of entities pro- vided with a body and a 
brain, and acting in an environment[7]. 

Both   approaches are   still   alive have a long history and have interacted with each other, 
leading among other things to the development of in-between positions and outcomes (hybrid 
models and systems), as well as specific and autonomous sub-fields of research. These include 
artificial life (A- Life), which is one of the most important because it is rooted in cybernetics, and 
deals with simulation and creation of artificial living entities. A-Life is also closely connected with 
new trends in AI, including complex adaptive systems[8]. New AI, however, is a more general 
approach and is involved not only with life, but also with cognition and cognitive processes. Most 
likely, AI is not a science, in the traditional meaning of the word, that is provided with a specific 
object, language and method. AI is a set of closely- related disciplines with different objects, 
languages and methods, but with a general aim and at least an abstract overall methodological 
feature: computational simulation and modeling. The history of its changes and trends is rich and 
justifies an attempt to find suggestions and ideas in AI that may enrich SB[9][10]. 

SB is somewhat different. Even if the idea and the expression are old,1 it is only with biological 
and genetic engineering and DNA sequencing  starting in the 1980s  that true synthetic biology has 
become possible. SB has two general main trends of research: (i) designing and constructing new 
biological parts and systems; (ii) re-designing natural and already existing biological systems, or 
parts of these systems, for useful purposes[11]. Both trends involve biology but their targets are 
quite different and imply different methodologies. While the latter uses a top-down approach to 
build new biological systems by integrating biological parts into an existing system by exploiting 
mathematical models, the former makes use of a bottom-up approach to design and construct 
synthetic protocells starting from biochemical building blocks. In the last 15 years the field of SB 
has split into specific subfields: bio-inspired and bio-mimetic SB; recombinant DNA applied to 
metabolic engineering; genome engineering; evolution; biological building using bio-bricks[12]. 

Therefore, SB is a set of related disciplines just as AI is whose general aim is to obtain something 
living or that occurs substantially in living systems by manipulating biological matter. Both AI and 
SB exploit top-down and bottom-up approaches and both share a mathematical (SB) and/or logical 
(AI) conceptual framework and modeling in top-down approaches[13]. Bottom-up approaches 
appear to be the common ground upon which AI and SB may influence each other. If SB wishes to 
deal with cognitive problems and develop proto-cognitive systems and systems with real cognitive 
processes, some AI bottom-up approaches, which I shall address in the next sections, are useful and 
fruitful. Bottom-up and bio-inspired AI approaches opened AI to the embodied and enactive 
approach. This is the new AI, which can influence SB approaches, insofar as its aims are shared by 
and benefit from SB technologies, methods and conceptual framework, to refine its biological 
inspiration and commitment[14]. 
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3. Results and Discussion 

Interest in biology has been part of AI ever since this field of research originated, even before the 
birth of the label "Artificial Intelligence"[15]. Turing, one of the acknowledged fathers of AI, 
especially of the traditional, symbolical and logical AI, was interested in biological structure in the 
very years in which he dealt with the epistemological and philosophical problems of AI by 
addressing them starting from the question "can a machine think?". In an article from 1952, Turing 
outlines a theory of morphogenesis based on chemical substances that "react together and diffuse 
through a tissue", producing a structure. The main idea of Turing's theory is that chemical reactions 
in an embryo generate spatial patterns or forms[16]. He was interested in the abstract idealized 
chemical model underlying morphogenesis, which he called "reaction–diffusion" model. It is a 
mathematical model that, according to Turing, can be simulated, tested and improved by computer. 
Turing was far ahead of his time and unsurprisingly his work has been considered as a forerunner of 
A-Life[17]. 

A-Life is obviously not the same as SB. However, it is something that lies in the middle between 
AI and SB, because its methodology is strongly based on the synthesis of life-like behaviors and 
entities through computer and other artificial supports[18]. Therefore, in some ways it is not just 
simulation: it is also realization of life. The question is quite simply whether life can be made 
artificially. But the general principle of extracting the logical form of living systems closely 
corresponds to Turing's ideas on morphogenesis and a mathematical theory of pattern formation 
from chemical abstract bases[19]. According to Turing, pattern formation and differentiation are due 
to a breaking of symmetry and uniformity that leads to new, different stable forms. Thus, providing 
a theory of morphogens and morphogenesis is basically providing a theory of what chemical 
reaction constraints, expressed with a non-linear differential equation, produce a new stable 
system[20]. 

The mathematical theory of embryology sketched by Turing is very interesting, especially in the 
light of his remarks on unorganized and self-organized machines of a work from 1948.This paper 
introduces the idea of connectionism in a very similar way to the artificial neuron, and its main aim 
is to connect intelligence and learning. Turing speaks about models of artificial neural networks in 
terms of unorganized machines[21]. These machines are formed by units (the abstract neurons) 
connected to each other and capable of having two definite states. The initial structure of neurons is 
random, which means the machine is unorganized, though the neurons can be trained through 
interference from outside. Two kinds of interference are possible: "there is the extreme form in 
which parts of the machine are removed and replaced by others. This may be described as 
'screwdriver interference'[22]. At the other end of the scale there is 'paper interference', consisting in 
the mere communication of information to the machine, which alters its behavior". The two kinds of 
interference can be seen as hardware replacement and software change, respectively. But this is too 
narrow a view. The two kinds of interference are not so different and the notion of interference 
closely overlaps, in present-day terms, the one of interaction (with an unspecified environment), 
though it may also result from a self-change process. Indeed, interference changes the machine[23]. 
When interference is due to "internal operations of the machine" and affects the part of storage 
containing the instructions describing the machine itself, the machine is modifying itself[24]. 

Interference, in the sense of information communication and interaction, is a very interesting 
notion. It underlies the possibility to educate a machine, through interfering training. It is a very 
insightful and unprecedented anticipation by Turing of the idea of supervised training for improving 
the performance of a neural network, which is crucial for connectionism and for machine learning 
and deep-structured learning, the present-day development of Turing's ideas on unorganized 
machines. The notion of educating a machine is fundamental, since it is equivalent to organizing an 
unorganized machine[25]. The machine Turing is thinking of is the brain, in particular the brain of a 
newborn. So, interference and the possibility of self-modification are the crucial notions at the basis 
of self-organizing machines, from the point of view of biological systems. To Turing, interference 
by information communication is the most important of these notions because it is the origin of the 
self-modification capability. Thus, according to Turing, AI is the discipline that can help to create 
(virtual) machines capable of modifying themselves by exploiting the power of information self-
communication, which is equivalent to the behavior of a machine that influences the machine 
itself[26]. 
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Von Neumann's approach to self-replicating systems is another theoretical contribution to our 
discussion. Von Neumann's interest in biology concerns replication, reproduction and evolution. In 
particular, his emphasis on connection between replication and reproduction is significant. On the 
one hand, reproduction is not merely replication. Biological organisms usually give rise   to, or 
"produce", kittens[28]. On the other hand, pure replication is not subject to evolution; for evolution 
to occur, we need 'errors' in the replication process. The aim of von Neumann was to define a theory 
of self-replication in general and to determine the conditions under which a replicator can be 
universal and reproduce any system, including itself. This kind of replicator is more a general than 
biological one, but includes every sense in which replication and reproduction are part of the 
biological world. Moreover, von Neumann was interested in the logical, not physical, notion and 
explanation of replication. He was influenced by his mathematical and engineering attitude[29]. 

In the Hixon symposium of 1948, Von Neumann dealt with the problem of self-reproductive 
systems in general, and he addressed the problem of evolution through errors in reproduction. But in 
that talk he "described [just] an (imaginary) mechanical system capable of self-assembly from 
physical parts". Although it was an interesting attempt, it was physical, not logical. In order to grasp 
the power of Turing machines and use it for biological purposes, and even for a general theory of 
self-replication, he needed a logical formulation of biological entities, which he found in cellular 
automata. A cellular automaton is a space in which cells change according to specific rules. Even 
though self-replication is not the only property of a cellular automaton (and not every cellular 
automaton can replicate itself), the logical simulation of self-replication both of single cells and of 
their "organic" clusters was von Neumann's first aim[30]. 

Cellular automata have been in practice, developed and realized by followers of von Neumann's 
work. Many works by him were unpublished for   several years and illustrate von Neumann's range 
of interests: cybernetics, symbolic emerging AI and simple computational models of the neuron. A-
Life is another outcome of his pioneering work, though it only started to be truly developed in the 
mid 1980s. Nevertheless, the contribution made by von   Neumann cannot be limited to A-Life. By 
means of his theoretical computational systems (cellular automata), von   Neumann encapsulated the 
two dimensions of self-replication: of a single entity, i.e. a cell, and of systems made by cells 
replicating themselves. The former is simple self-replication, the latter is replication and self-
replication of complex systems, that reproduce themselves at some emergent level which is not 
necessarily the highest one. Self-replication and different grades of self-replication are   made 
possible by the implementation of self-replication rules at a lower level. Therefore, even if it in the 
form of mathematical and logical modeling, von Neumann provided a theoretical bridge between the 
collective behavior of micro-entities and emergence of phenomena in the realm of life, connecting 
AI with biology from a bottom-up point of view[31]. 

Traditional AI was not ready back in the 1950s for a general development of these ideas. A-Life 
reawakened interest in them because, even though mathematical modeling is crucial in von 
Neumann's view, it is closely aligned with biological evolution, which means he paved the way for 
collective evolutionary emergent phenomena in general. A-Life is the synthesis and simulation of 
living systems, but it is only partly interested in cognition and mind. Contributions from 
phenomenological views on cognition encourage the philosophy of A-Life to deal with the notion of 
emergence. In the same way, it can help to develop SB in the direction of a less logical and 
mathematical model. Enactive perspective claims that simulation is too poor to have cognitive 
systems and that we cannot avoid considering reality to achieve cognition. SB has an advantage over 
A-Life because most SB is on material things. SB can try to develop biological collective entities 
provided with proto-cognitive features by creating real cells that evolve into systems that behave 
collectively and are made up of specialized entities. Even in this case, the bottom-up approach, 
which is consistent with von Neumann's modeling, seems to be highly suited to producing emergent 
cognitive phenomena in syn- the sized biological entities, namely with a real body in a real 
(experimental) environment[32]. 

V. The  present: emergence, superorganism and the foundations of cognition 

How can current AI contribute to SB? My suggestion is that we can find the answer in studies on 
emergent biological phenomena, especially those on biologically inspired cognitive systems and 
complex adaptive systems. In particular, a good contribution can stem from swarm intelligence and 
its epistemological and theoretical grounding. An understanding of biological phenomena in terms 
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of AI and computer science notions is equally important. The latter trend is the other side of the coin 
of the former[33]. 

In recent years, research on emergent phenomena and emergentism has become one of the most 
important topics in a range of fields. In cognitive science, emergence and emergentism have played 
an increasingly crucial role owing to the growing inter- connection between cognition and biology, 
especially as regards two facts: (i) cognitive phenomena have been progressively seen as part of 
biological ones; (ii)cognitive modeling has developed far more deeply in the direction of embodied 
cognition and biologically inspired cognitive architectures. In order to support my   suggestion and 
better understand emergent phenomena, I will discuss some aspects of individuality of entities 
involved in a specific kind of (complex) biological systems[34]. 

The shift in cognitive science research on such trends is not equivalent to an overall rejection of 
the standard, traditional problems and principles of AI and cognitive science, such as 
representationalism, functionalism and the identity of explanatory principles. Cognitive models 
stemming from new trends in cognitive science have to deal with old problems and try to provide 
new solutions or solution methods. Moreover, the new trends in AI and cognitive science, especially 
the ones connected to biological heuristics, are deeply rooted in older traditions of research, such as 
cybernetics and complex adaptive systems, which have been studied and used in different fields 
since the 1970s. In particular, in recent decades a growing number of researchers have regarded such 
systems as the best way to solve computational problems of symbolic AI, to achieve new 
engineering feats, and to model cognitive phenomena in a bottom-up perspective that fills the gap 
between low-level and high-level cognitive capabilities namely between learning, recognition, 
motion, etc., and abstract reasoning, planning, creativity, self-awareness, etc[35]. 

Swarm intelligence is one of the fields that has attracted a lot of attention over the last two 
decades. The swarm intelligence notion is exploited in AI, especially on account of its connection 
with biological collective phenomena (the behavior of flocks, shoals and insect colonies) seen as a 
good inspiration for robotics and robot development but also for multiagent-like software intelligent 
systems and for the study of cognitive features. Swarm intelligence is also connected with the notion 
of superorganism. Indeed, a superorganism, like an ant colony or a bacterial colony, is a form of 
swarm intelligence[36]. 

If we consider the most recent discoveries on superorganism behavior and structure, the case of   
insect colonies is   particularly interesting for swarm (artificial) intelligence and for cognitive 
explanations and modeling. The notion of superorganism encompasses many different species: 
bacterial colonies such as myxobacteria, myxomycetes, colonial organisms such as Portuguese man 
o'war, bee colonies, termite colonies and ant colonies. Each of these shares the feature to be a group 
displaying more intelligent behavior than the behavior of each individual within the group. In the 
most evolved species of ants, group specialization has led to a high level of colony complexity, 
though this complexity does not correspond to a parallel complexification of the individuals that 
make up the colony[37]. 

The colony is a superorganism insofar as self-control, communication and adaptation to 
environment capabilities can be compared to those of an organism that shares the same complexity, 
such as some mammals or human beings. In the most recent approaches to cognition, especially the 
embodied approach, low-level and high-level cognitive capabilities are closely related to 
environment adaptation and interaction. Therefore, if we compare an organism and a superorganism, 
it is noteworthy that the latter seems to have a greater robustness and flexibility than the former 
thanks to the structure and the organization that serve different functions and purposes that we   may 
refer to as cognitive (for example, communication and control, food research, defense from external 
threats). The organs and their functions in superorganisms are not compact entities like those in 
organisms, and the organ functions are processes that take place in a very distributed substrate, that 
can be replaced, to some extent and if required, more easily than in an organism. For example, in an 
ant colony, we have a nest in the place of a skeleton, stigmergy in the place of nervous systems, 
reproductive castes in the place of gonads, and so on. Thus, information and knowledge in 
superorganisms are distributed more widely than in organisms[38]. 

The comparison between complex organisms and superorganisms highlights the superiority, to 
some extent, of superorganisms, especially as regards flexibility and robustness of functions in their 
interaction with the environment. We may find a precedent of this comparison in the analogy 
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between an ant colony and a brain within a framework of the philosophy of mind and AI. It was 
used for several purposes: (a) to define the relation- ship between reductionism and holism; (b) to 
defend a multilevel perspective in mind/brain systems; (c) to provide an explanation for mental 
phenomena from an epistemological standpoint; (d) and to outline an explanation for emergent 
phenomena that preserves scientific plausibility and to explain downward causality. The aim of 
Hofstadter's analogy was thus to outline a new, dynamic and multi-level hierarchical way to 
consider the emergence of intelligence and mental phenomena in complex systems. It is a view that 
combines both bottom-up and top-down aspects in the explanation of cognitive processes[39]. 

In keeping with this analogy, but from a reverse point of view, superorganisms have recently 
been described through a computer science terminology, a noteworthy inversion of traditional 
biological inspired computation methodology. In an ant colony, ants are agents that execute simple 
algorithms. They come to decision points where a change either in the behavior or in the 
anatomy/physiology of the ant can take place, depending on the group (caste) it belongs to. This is 
how higher processes or functions are transmitted to low levels. The resulting system is structured 
on different levels through which we have, on the one hand (the bottom-up "hand"), emergence, and 
on the other (the top-down "hand"), downward causality. It is only possible to speak of downward 
causality if we mean weak emergence, as weak emergence allows us to combine an autonomous 
explanation of the phenomenon with its causal dependence[40]. 

In the epistemological context of autonomy and dependence, we may see ants as physical and yet 
functional parts of the global systems, playing the role of linking different levels: the explanation of 
high levels is the outcome of complex interactions of micro-entities. If we consider an ant colony as 
being able to carry out cognitive tasks, in the same way as the ant-colony/brain analogy suggests, 
ants and the computational account of their functions within the global system can shed some light 
on cognitive aspects of similarly complex biological systems[41]. 

A superorganism as an organized level structure is an outcome of evolution. In particular, it is 
through multilevel selection that the complexity of the superorganism has increased, unlike the 
complexity of individuals that make it up. Indeed, the individuals are becoming increasingly 
specialized, with the number of tasks they can perform dropping increasingly over the evolutionary 
process. The first question is therefore: is there a suitable level (or range of levels) of individuality 
that single entities that make up a more complex biological entity need to have so as to be able to 
produce a single, complex, flexible and robust entity such as a superorganism? What are the 
requirements of this level of individuality, if any, in terms of autonomy from and dependence on the 
whole system? I suggest naming the hypothesis of this level of individuality the "principle of 
individuality". Being able to characterize it is relevant to the explanation of emergence of cognitive 
phenomena on biological bases, and to the creation of cognitive systems stemming from 
synthesizing biological entities with such properties[42]. 

VI. The "principle of individuality" 

Lets continue with our hypothesis and try to define the "principle of individuality" more 
accurately. We may assume that it is the optimal level to explain (and give rise to) emergent 
phenomena and that it should have a physical realization. For example, in a superorganism such as 
an ant colony, it may be the level of ants. What features do ants need in order to give rise to a 
superorganism, such as a global complex system? Ants can be characterized as both autonomous 
and dependent entities, i.e. individuals that not only have degrees of freedom and powers but also 
constraints[43]. 

Degrees of freedom or powers that seem to be relevant are: 

1. autonomous movements; 

2. simple and limited choice; 

3. auto-supporting; 

4. absence of reproduction; 

5. minimal vital functions. 

Constraints that seem to be important are: 
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1. connection with other similar individuals (by communication or specific behavior); 

2. chemical "bonds"; 

3. physical proximity but not contiguity; 

4. conditioned choice by environment (including superorganism "body" itself, i.e. the behavior 
of all ants as a whole); 

5. the possibility of only being able to perform a simple action or a very limited number of 
simple actions; 

6. high-level "programming" (the real-time needs of the colony). 

 

These are only two hypothetical lists, but the point is that this way of considering things may 
prove useful in order to computationally or biologically create, from a bottom-up standpoint, global 
entities that exhibit typical features of a superorganism, like flexibility and robustness in 
environment interaction. An analysis of this kind may help to find the same features within other 
organizational entities. For example, we can make an analogy between superorganisms and human 
societies and cultures, and so (in our particular case) between ants and human beings. There are 
several differences between these two types of organization, the foremost being the higher degree of 
freedom and autonomy of human beings. Nevertheless, a comparison between colonies and 
societies, in accordance with the principle of individuality, might turn out to be interesting, 
especially in the perspective of agent-based models[44]. 

As a better analogy for our aims, I suggest the one concerning bacterial colonies and their ability 
to display and produce collective behavior. If one takes the bacterial colonies as the first step leading 
to a superorganism even though with some differences from ant and bee colonies – and if it is 
possible to find some preliminary conditions of cognition and cognitive capabilities in these 
colonies, it would be interesting to try to identify individuals that fall under the "principle of 
individuality". For instance, does a bacterium play the same role as an ant in a bacterial colony? Or 
should we consider the bacterial/cellular aggregate as the best candidate? Differences between ants 
and bacteria may be crucial: multicellular versus unicellular entities, stigmergy versus different 
chemical signaling, and so on. If we accept, however, that bacterial colonies display some 
foundations of cognition like meaning-based intelligence as contextual interpretation of information 
from the outside there are interesting connections with the plausible assumption of cognitive features 
in superorganisms such as ant colonies. Moreover, by comparing different entities that are good 
candidates for the principle of individuality in hierarchical structures, we may attempt to clarify the 
relationship between emergent phenomena and the type of levels halfway between the lowest 
physical level and the highest organized level[4]. 

Why should such a view be relevant to SB? In recent decades, many cognitive researchers have 
drawn their inspiration from biological complex adaptive systems in order to reproduce knowledge 
and representational capabilities in systems provided with self-control and self-awareness, for both 
low-level and high-level cognitive capabilities: for instance, inspiration from the cellular metabolism 
or immune system also for robotic building. A natural or artificial system requires some specific 
features to attain (self-) control, self-awareness and non-deterministic behavior: global information 
distributed in statistical and dynamic patterns, a random explorative capability, a strong but fluid 
inter- action between low and high levels. Such a system is meant to be able to adapt to situations 
that it is "considering" and that it   has to face while fulfilling its tasks. The building of a coupling 
relationship between the system and the situation involves (or rather, is) its representational 
capability and is closely connected to low-level and high-level interaction. For this reason, the 
system needs a micro-agent structure on different levels. This may also apply to relatively low-level 
capabilities, such as robotic navigation and mapping. We may consider this approach within the field 
of enactive cognition and the general thesis that patterns emerge inside an autonomous agent 
through a coupling relationship with its environment[10]. 

Self-awareness and self-control are not currently relevant tar- gets in SB research, though they 
are relevant to the perspective of exploring foundations of cognition as they are closely related to 
system autonomous complex behavior. So, if these targets are not addressed for the time being 
because they are beyond the scope of SB, the constraints I mentioned above may be an example of 
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goals at a functional level that are relevant to SB in order to explore the foundations of cognition in 
biology, especially as regards the SB subfield of synthetic multicellularity. Multicellular systems 
have recently been investigated because of their potential technological repercussions and by-
products, such as tools and platform technologies for SB, as well as to gain an understanding of "the 
limits of developmental regulation, stability, and plasticity until we have recapitulated 
developmental processes on our synthetic platforms". 

Other authors highlight further advantages of multicellularity, such as cross-feeding, shape 
selection or sex for exchanging genetic material and the creation of new genomic sections, thus 
accelerating the evolutionary steps, especially with methods like the conjugative assembly genome 
engineering (CAGE); however, they also point out the disadvantages, like the loss of cell 
immortality in multicellular organisms that leads to  the loss  of lifetime experience upon death. 
Multicellularity is attained using self-assembly methods by genetically engineering desired behavior 
in cells, which once again constitutes a bottom- up approach or using constrained assembly for the 
formation of multicellularity. under contextual pressures. In particular, the latter is close to the study 
of adaptive complex systems and swarm cognition systems because the interaction between body 
systems and environment brings about, or at least affects, the system capabilities. A major role is 
played by environmental constraints, but also by the functional constraints through which we 
describe the desired (hierarchical) system whose purpose is to provide cognitive behavior of the type 
described above. The fact that functional constraints are seen in AI as emergent may be an obstacle 
for SB, which uses assembly methods for controlling every step of multicellular system formation 
and does not willingly adopt emergent properties for technological purposes or, for the same reason, 
uses bio-brick assembly. Nonetheless, an emergent interpretation and description of biological and 
cognitive phenomena seems to be unavoidable above a certain level of complexity and one of the 
most fruitful ways to study them is, at present, to consider the connection and interaction between 
systems and the environment. 

The long-term contribution of SB to AI may therefore be based on trying to reproduce this 
particular intermediate level, by synthesizing organic individuals to create entities between a lower 
chemico physical level and the level of the overall (super-)organic complex system. In other terms, 
entities need to be synthesized, starting from a chemico physical substrate, in order to achieve 
collective behavior that is comparable to that of a (super-)organic system and that displays cognitive 
capabilities. On the other hand, the contribution made by AI to SB is based on the notion that 
superorganisms can be described in computational terms. As for swarm intelligence techniques, we 
already have classes of optimization algorithms modeled on behavior of an ant colony. A description 
of biological organisms in computational terms inside biology would, however, be far more 
interesting since it is different from a functional description of cognitive systems, even at the 
neuronal level, within cognitive science and AI. The stress lies on the explanation of biological 
events and not cognitive capabilities. In other terms, in this case biology makes use of AI, unlike the 
more common trend in which AI makes use of biology, such as in cybernetics, early AI and 
connectionism. We may cite just one example from the discussion on how interaction between 
levels takes place in superorganisms: "The steps of the program, in insect and machines, are 
envisioned as sequences of decision rules. The programs unfold in a linear manner. As each 
successive binary decision point is reached, the individual colony member proceeds down one 
pathway or another until it comes either to the next decision point or to the end of the sequence. A 
particular program may guide the gradual anatomical and physiological development of individual 
colony members into one caste or another, or it may cause changes in a member's behavior within 
the ambit of its caste repertoire A complete sequence of decision points that produces a caste, 
product or full behavioral response is called an algorithm". 

This description allows us to examine a system and its properties from an abstract point of view, 
without considering whether it is a natural or artificial one, but addressing biological issues in an 
attempt to cast new light on biological emergent phenomena. Likewise, SB can make use of AI to 
tackle problems that originated in complex multicellular synthetic systems, in an attempt to hold 
together their emergent collective behavior and the control over single synthesized micro-entities 
(cells or bricks) that give rise to the organism. In addition, producing a synthesized superorganism as 
well as multicellular organisms can offer different views on the body-environment interaction, 
thereby clarifying the hierarchical levels of the biological entities involved. 

VII. The  future: synthesizing superintelligence 
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The future is mostly unpredictable. Nevertheless, many predictions about future evolution of 
intelligence have been made in order to explore the possibility of superintelligence. The main idea 
regarding this issue is that (sooner or, most likely, later) our technological achievements will place 
us in a position to build machines or biological entities that are more intelligent than human beings. 
This may come about in two ways: (A) a superintelligence we can recognize on account if its power 
to do things we wish to do, but we are unable to do; (B) a superintelligence that we cannot recognize 
because its powers, goals, motivations and methods are too far from our understanding. If A occurs, 
presumably we will be able to predict when we have it and control the artificial super- intelligence 
achieved in this way. If B occurs, presumably we will not have control over the entity and the 
catastrophic forecast is, in the best-case scenario, that we will have to adapt our life to coexist with a 
different kind of intelligence system whose peculiarity is that it is more intelligent than ours; in the 
worst-case scenario, that the exact moment in which that happens will be the beginning of the end of 
mankind. There is a huge body of literature on this topic that is sometimes a cross between science 
and science fiction. However, setting aside science fiction and the ethical, social and cultural 
implications, I wish to mention a few   points on superintelligence that deserve discussion and that 
may be relevant to the relationship between SB and AI. 

Superintelligence is bound up with the development of computation power and processing 
technologies. In particular, the key point is to establish whether acceleration in technology at an 
exponential rate, as the one in recent years seems to show, could lead to a point of no return:  the so-
called technological singularity, namely the achievement of a superhuman artificial intelligence. The 
accelerating process could, however, first lead to key enabling technologies that increase the 
potential of SB, also by drastically reducing the price of technologies involved in SB. In a 
technologically-improved scenario, genetic manipulation, selection and engineering could lead to 
biological superintelligence through an understanding of the mating pat- terns behind intelligence. 
Implantation in embryos and embryo selection over many generations might significantly increase 
the intelligence quotient. Challenging problems have to be faced, how- ever. For instance:   time 
delay and generation lag. Moreover, even if "DNA synthesis is already a routine and largely 
automated biotechnology, it is not feasible to synthesize an entire human genome that could be used 
in a reproductive context". Let's assume, however, that every genetic problem is solved; we will 
have biological enhancement "probably sufficient for the attainment of at least a weak form of 
superintelligence". Nevertheless, these hypothetical achievements would merely be forms of 
biological superintelligence that could at best produce smarter human beings by accelerating the 
evolutionary process. Such an outcome of SB is also known as transhumanism and might result in a 
large number of increasingly intelligent people that produce artificial superintelligence by playing 
the same role in future AI research as that played by Turing or von Neumann in the past. Moreover, 
SB techniques and methods can provide control over transhuman entities, according to "the rule 
'Never hide information from the programmers"'. So, from this point of view, future SB could help 
future AI. And the other way around? 

There are domains in which AI systems surpass human beings. Consider, for example, expert 
systems or some games, such as checkers, chess or Jeopardy! All these systems are dedicated to 
specific problems or tasks. There is no such thing as general AI and for the present, it may seem too 
much to expect. It does not, however, appear to be impossible in principle. How can we achieve 
general AI and, shortly after that, by using the same methodology, artificial superintelligence? Many 
answers are possible. Two pathways appear to be particularly promising: brain emulation, through 
neuron by neuron simulation, and artificial evolution, through evolutionary computation techniques. 

Evolutionary computation, especially genetic algorithms, is an excellent candidate to achieve 
artificial superintelligence. After all, human intelligence is a product of evolution, and we may be 
able to identify and reproduce all features of development, not just some of them as happens 
nowadays, to produce intelligence. The question of how evolutionary computation could achieve 
artificial superintelligence is a matter of discussion: will it be by feature simulation of the 
evolutionary process or just by increasing computation power to exploit the existing evolutionary 
computational technology in a fuller way? In both cases, the outcomes of evolutionary computation 
in attaining or not attaining (at least part of what we will recognize as) artificial superintelligence 
might help to achieve or avoid a similar development in SB. In other words, a recent analysis of 
possible future scenarios in AI and superintelligence can be exploited to gain insight into current 
research on general and specific AI systems. This is a regulative topic for orienting research in this 
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set of disciplines. The same regulative and guiding role can be played by a similar kind of analysis 
in the SB field, both for social and ethical implications and to decide what trends are most valuable 
and promising according to different long-term targets. 

Finally, another important contribution of this kind of research is to define the boundary between 
artificial entities and biological entities. If we achieve artificial superintelligence by means of an 
interaction of computationally evolved micro-agents, will this sort of superorganism be artificial or 
biological? What if this global entity is attained by transferring computationally evolved information 
into a synthetic unicellular or pluricellular organism? Will this kind of superorganism still be 
artificial? Collective superintelligence is another form of superintelligence. The study of collective 
superintelligence, not within a social or cultural context but a biological one, as discussed in 
previous sections, may offer AI and SB reciprocal advantages. 

4. Conclusion 

In previous sections, I outlined the contributions that AI can make to SB, and in some cases SB 
to AI, by exploring a tri-temporal dimension scheme. Past research is relevant, especially for the 
bio- logical aspects of early AI. I believe that Turing's and von Neumann's work was very open-
minded and unconditioned by the subsequent development of the discipline. For the first time, they 
posed the question of whether life and intelligence can be exploited by exploiting biological notions 
in a bottom-up approach to cognition (intelligence features, evolutionary systems) and its 
functionalist characterization. 

Current research on emergent phenomena, swarm intelligence and superorganism can help SB to 
outline interesting and more useful definitions of "life" and "cognition", and the relationship between 
them. This goal   can   be achieved by means of a computational, algorithmic description of 
biological events and collective phenomena within biology, which is the other side of the coin of the 
creation of biologically inspired cognitive architecture. Even in this case, a bottom-up approach to 
cognitive systems appears to be relevant to explaining emergent cognitive capabilities of embodied 
systems that interact with the environment. These ideas are likely to be relevant to SB research, 
especially that on multicellular systems. 

Through an analysis of long-term targets, research on future prospects in superintelligence may 
help to pinpoint interconnections between AI and SB, and to sketch out a new general paradigm 
within which it will be possible to study AI and SB at an inclusive level of abstraction, thereby 
producing a new, more inclusive concept of life. 

These three temporal dimensions are connected by the idea that intelligence is a biological and 
embodied phenomenon. The SB research area seems to afford new ways of testing AI assumptions 
by exploiting both earlier and more recent ideas to develop relevant biological material for a bottom-
up exploration and creation of cognition. 

References  

[1] A. Xu, F. Qian, C. H. Pai, N. Yu, and P. Zhou, “The Impact of COVID-19 Epidemic on the 

Development of the Digital Economy of China—Based on the Data of 31 Provinces in China,” 

Front. Public Heal., vol. 9, Jan. 2022, doi: 10.3389/FPUBH.2021.778671. 

[2] R. L. Priya, A. Abirami, and N. Desai, “Machine Learning-Based Emerging Technologies in the Post 

Pandemic Scenario,” pp. 51–90, 2022, doi: 10.1007/978-3-031-04597-4_3. 

[3] R. P. H. Yue, H. F. Lee, and C. Y. H. Wu, “Trade routes and plague transmission in pre-industrial 

Europe,” Sci. Rep., vol. 7, no. 1, Dec. 2017, doi: 10.1038/S41598-017-13481-2. 

[4] J. Castro-Bedriñana, D. Chirinos-Peinado, and G. Castro-Chirinos, “Emergency Remote Education 

Satisfaction during COVID-19 at a Public University in Central Andes, Peru with Low Resources 

and Little Online Teaching Experience,” Educ. Sci. Theory Pract., vol. 22, no. 1, pp. 46–51, Apr. 

2022, doi: 10.12738/JESTP.2022.1.0005. 

[5] Z. Yu et al., “Rapid identification of COVID-19 severity in CT scans through classification of deep 

features,” Biomed. Eng. Online, vol. 19, no. 1, Aug. 2020, doi: 10.1186/S12938-020-00807-X. 

[6] R. M. Wehbe et al., “DeepCOVID-XR: An artificial intelligence algorithm to detect COVID-19 on 



ISSN 2579-7298 International Journal of Artificial Intelegence Research 11 
 Vol. 7, No. 1, June 2023, pp. 01-13 

 Diaconescu Ada Svena et.al (A Contribution Spanning Three Time Periods Offered by Artificial Intelligence and 

Synthetic Biology) 

chest radiographs trained and tested on a large U.S. Clinical data set,” Radiology, vol. 299, no. 1, pp. 

E167–E176, Apr. 2021, doi: 10.1148/RADIOL.2020203511. 

[7] V. Tornincasa et al., “Integrated Digital Health Solutions in the Management of Growth Disorders in 

Pediatric Patients Receiving Growth Hormone Therapy: A Retrospective Analysis,” Front. 

Endocrinol. (Lausanne)., vol. 13, Jun. 2022, doi: 10.3389/FENDO.2022.882192. 

[8] S. Whitelaw, M. A. Mamas, E. Topol, and H. G. C. Van Spall, “Applications of digital technology in 

COVID-19 pandemic planning and response,” Lancet Digit. Heal., vol. 2, no. 8, pp. e435–e440, Aug. 

2020, doi: 10.1016/S2589-7500(20)30142-4. 

[9] J. Zhu, B. Shen, A. Abbasi, M. Hoshmand-Kochi, H. Li, and T. Q. Duong, “Deep transfer learning 

artificial intelligence accurately stages COVID-19 lung disease severity on portable chest 

radiographs,” PLoS One, vol. 15, no. 7 July, Jul. 2020, doi: 10.1371/JOURNAL.PONE.0236621. 

[10] X. Xu et al., “A Deep Learning System to Screen Novel Coronavirus Disease 2019 Pneumonia,” 

Engineering, vol. 6, no. 10, pp. 1122–1129, Oct. 2020, doi: 10.1016/J.ENG.2020.04.010. 

[11] M. van der Schaar et al., “How artificial intelligence and machine learning can help healthcare 

systems respond to COVID-19,” Mach. Learn., vol. 110, no. 1, pp. 1–14, Jan. 2021, doi: 

10.1007/S10994-020-05928-X. 

[12] K. Wang, S. Kang, R. Tian, X. Zhang, and Y. Wang, “Imaging manifestations and diagnostic value 

of chest CT of coronavirus disease 2019 (COVID-19) in the Xiaogan area,” Clin. Radiol., vol. 75, no. 

5, pp. 341–347, May 2020, doi: 10.1016/J.CRAD.2020.03.004. 

[13] R. M. Summers, “Artificial intelligence of COVID-19 imaging: A hammer in search of a nail,” 

Radiology, vol. 298, no. 3, pp. E169–E171, Mar. 2021, doi: 10.1148/RADIOL.2020204226. 

[14] M. H. Tayarani N., “Applications of artificial intelligence in battling against covid-19: A literature 

review,” Chaos, Solitons and Fractals, vol. 142, Jan. 2021, doi: 10.1016/J.CHAOS.2020.110338. 

[15] L. R. Sultan and C. M. Sehgal, “A Review of Early Experience in Lung Ultrasound in the Diagnosis 

and Management of COVID-19,” Ultrasound Med. Biol., vol. 46, no. 9, pp. 2530–2545, Sep. 2020, 

doi: 10.1016/J.ULTRASMEDBIO.2020.05.012. 

[16] A. Ramsetty and C. Adams, “Impact of the digital divide in the age of COVID-19,” J. Am. Med. 

Informatics Assoc., vol. 27, no. 7, pp. 1147–1148, Jul. 2020, doi: 10.1093/JAMIA/OCAA078. 

[17] F. Shi et al., “Review of Artificial Intelligence Techniques in Imaging Data Acquisition, 

Segmentation, and Diagnosis for COVID-19,” IEEE Rev. Biomed. Eng., vol. 14, pp. 4–15, 2021, doi: 

10.1109/RBME.2020.2987975. 

[18] T. Ozturk, M. Talo, E. A. Yildirim, U. B. Baloglu, O. Yildirim, and U. Rajendra Acharya, 

“Automated detection of COVID-19 cases using deep neural networks with X-ray images,” Comput. 

Biol. Med., vol. 121, Jun. 2020, doi: 10.1016/J.COMPBIOMED.2020.103792. 

[19] X. Pu, K. Chen, J. Liu, J. Wen, S. Zhneng, and H. Li, “Machine learning-based method for 

interpreting the guidelines of the diagnosis and treatment of COVID-19,” Sheng Wu Yi Xue Gong 

Cheng Xue Za Zhi, vol. 37, no. 3, pp. 365–372, Jun. 2020, doi: 10.7507/1001-5515.202003045. 

[20] A. Shamekh, A. Mahmoodpoor, and S. Sanaie, “COVID-19: Is it the black death of the 21st 

century?,” Heal. Promot. Perspect., vol. 10, no. 3, pp. 166–167, Jul. 2020, doi: 

10.34172/HPP.2020.27. 

[21]  tahir öztürk,  eyup zengin, and  fırat erpala, “Volar Locking Plate Fixations for Displaced Distal 

Radius Fractures: An Evaluation of Functional and Radiographic Outcomes,” Hand Microsurg., no. 

0, p. 1, 2020, doi: 10.5455/HANDMICROSURG.87738. 

[22] W. Naudé, “Artificial intelligence vs COVID-19: limitations, constraints and pitfalls,” AI Soc., vol. 

35, no. 3, pp. 761–765, Sep. 2020, doi: 10.1007/S00146-020-00978-0. 

[23] E. Mbunge, “Integrating emerging technologies into COVID-19 contact tracing: Opportunities, 

challenges and pitfalls,” Diabetes Metab. Syndr. Clin. Res. Rev., vol. 14, no. 6, pp. 1631–1636, Nov. 

2020, doi: 10.1016/J.DSX.2020.08.029. 

[24] F. Shaikh et al., “Current Landscape of Imaging and the Potential Role for Artificial Intelligence in 



12 International Journal of Artificial Intelegence Research ISSN 2579-7298 

 Vol. 7, No. 1, June 2023, pp. 01-13 

Diaconescu Ada Svena et.al (A Contribution Spanning Three Time Periods Offered by Artificial Intelligence and 

Synthetic Biology) 

the Management of COVID-19,” Curr. Probl. Diagn. Radiol., vol. 50, no. 3, pp. 430–435, May 2021, 

doi: 10.1067/J.CPRADIOL.2020.06.009. 

[25] Z. Mastaneh and A. Mouseli, “Technology and its Solutions in the Era of COVID-19 Crisis: A 

Review of Literature,” Evid. Based Heal. Policy, Manag. Econ., Jun. 2020, doi: 

10.18502/JEBHPME.V4I2.3438. 

[26] B. K. Scott et al., “Advanced digital health technologies for COVID-19 and future emergencies,” 

Telemed. e-Health, vol. 26, no. 10, pp. 1226–1233, Oct. 2020, doi: 10.1089/TMJ.2020.0140. 

[27] M. Reyes et al., “On the interpretability of artificial intelligence in radiology: Challenges and 

opportunities,” Radiol. Artif. Intell., vol. 2, no. 3, May 2020, doi: 10.1148/RYAI.2020190043. 

[28] A. Liberati et al., “The PRISMA statement for reporting systematic reviews and meta-analyses of 

studies that evaluate health care interventions: explanation and elaboration,” J. Clin. Epidemiol., vol. 

62, no. 10, pp. e1–e34, Oct. 2009, doi: 10.1016/J.JCLINEPI.2009.06.006. 

[29] L. Li et al., “Using Artificial Intelligence to Detect COVID-19 and Community-acquired Pneumonia 

Based on Pulmonary CT: Evaluation of the Diagnostic Accuracy,” Radiology, vol. 296, no. 2, pp. 

E65–E71, Aug. 2020, doi: 10.1148/RADIOL.2020200905. 

[30] S. Lalmuanawma, J. Hussain, and L. Chhakchhuak, “Applications of machine learning and artificial 

intelligence for Covid-19 (SARS-CoV-2) pandemic: A review,” Chaos, Solitons and Fractals, vol. 

139, Oct. 2020, doi: 10.1016/J.CHAOS.2020.110059. 

[31] S. Kundu, A. D. Burman, S. K. Giri, S. Mukherjee, and S. Banerjee, “Selective harmonics 

elimination for three-phase seven-level CHB inverter using backtracking search algorithm,” Int. J. 

Power Electron., vol. 11, no. 1, pp. 1–19, 2020, doi: 10.1504/IJPELEC.2020.103947. 

[32] H. Kim, Gyoonhee Han, and Jae-Hoon Song, “A Review for Artificial Intelligence Proving to Fight 

Against COVID-19 Pandemic and Prefatory Health Policy,” J. Med. Biomed. Appl. Sci., vol. 8, no. 8, 

pp. 494–506, Aug. 2020, doi: 10.15520/JMBAS.V8I8.247. 

[33] S. A. Harmon et al., “Artificial intelligence for the detection of COVID-19 pneumonia on chest CT 

using multinational datasets,” Nat. Commun., vol. 11, no. 1, Dec. 2020, doi: 10.1038/S41467-020-

17971-2. 

[34] M. E. H. Chowdhury et al., “Can AI Help in Screening Viral and COVID-19 Pneumonia?,” IEEE 

Access, vol. 8, pp. 132665–132676, 2020, doi: 10.1109/ACCESS.2020.3010287. 

[35] A. S. Albahri et al., “Multi-Biological Laboratory Examination Framework for the Prioritization of 

Patients with COVID-19 Based on Integrated AHP and Group VIKOR Methods,” Int. J. Inf. Technol. 

Decis. Mak., vol. 19, no. 5, pp. 1247–1269, Aug. 2020, doi: 10.1142/S0219622020500285. 

[36] O. S. Albahri et al., “Systematic review of artificial intelligence techniques in the detection and 

classification of COVID-19 medical images in terms of evaluation and benchmarking: Taxonomy 

analysis, challenges, future solutions and methodological aspects,” J. Infect. Public Health, vol. 13, 

no. 10, pp. 1381–1396, Oct. 2020, doi: 10.1016/J.JIPH.2020.06.028. 

[37] O. S. Albahri et al., “Helping doctors hasten COVID-19 treatment: Towards a rescue framework for 

the transfusion of best convalescent plasma to the most critical patients based on biological 

requirements via ml and novel MCDM methods,” Comput. Methods Programs Biomed., vol. 196, 

Nov. 2020, doi: 10.1016/J.CMPB.2020.105617. 

[38] I. E. Agbehadji, B. O. Awuzie, A. B. Ngowi, and R. C. Millham, “Review of big data analytics, 

artificial intelligence and nature-inspired computing models towards accurate detection of COVID-19 

pandemic cases and contact tracing,” Int. J. Environ. Res. Public Health, vol. 17, no. 15, pp. 1–16, 

Aug. 2020, doi: 10.3390/IJERPH17155330. 

[39] S. Kundu, H. Elhalawani, J. W. Gichoya, and C. E. Kahn, “How Might AI and Chest Imaging Help 

Unravel COVID-19’s Mysteries?,” Radiol. Artif. Intell., vol. 2, no. 3, p. e200053, May 2020, doi: 

10.1148/RYAI.2020200053. 

[40] Q. Ni et al., “A deep learning approach to characterize 2019 coronavirus disease (COVID-19) 

pneumonia in chest CT images,” Eur. Radiol., vol. 30, no. 12, pp. 6517–6527, Dec. 2020, doi: 

10.1007/S00330-020-07044-9. 



ISSN 2579-7298 International Journal of Artificial Intelegence Research 13 
 Vol. 7, No. 1, June 2023, pp. 01-13 

 Diaconescu Ada Svena et.al (A Contribution Spanning Three Time Periods Offered by Artificial Intelligence and 

Synthetic Biology) 

[41] N. Tsiknakis et al., “Interpretable artificial intelligence framework for COVID‑19 screening on chest 

X‑rays,” Exp. Ther. Med., vol. 20, no. 2, pp. 727–735, May 2020, doi: 10.3892/ETM.2020.8797. 

[42] J. Song et al., “End-to-end automatic differentiation of the coronavirus disease 2019 (COVID-19) 

from viral pneumonia based on chest CT,” Eur. J. Nucl. Med. Mol. Imaging, vol. 47, no. 11, pp. 

2516–2524, Oct. 2020, doi: 10.1007/S00259-020-04929-1. 

[43] H. tao Zhang et al., “Automated detection and quantification of COVID-19 pneumonia: CT imaging 

analysis by a deep learning-based software,” Eur. J. Nucl. Med. Mol. Imaging, vol. 47, no. 11, pp. 

2525–2532, Oct. 2020, doi: 10.1007/S00259-020-04953-1. 

[44] S. Debnath et al., “Machine learning to assist clinical decision-making during the COVID-19 

pandemic,” Bioelectron. Med., vol. 6, no. 1, Dec. 2020, doi: 10.1186/S42234-020-00050-8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  


