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I. Introduction 

 Air is an important factor in life. Air quality that has been contaminated with chemicals can 
threaten the survival of all creatures ranging from humans, animals to plants [1]. Various dangerous 
air containing emissions such as public vehicle emissions, industrial emissions such as the coal 
industry, and emissions from active volcanoes [2]. There are many illnesses brought on by air 
pollution, including heart attacks, lung conditions, chronic bronchitis, and respiratory illnesses, but it 
can also lead to immediate issues like sneezing and shortness of breath [3]. Studies say that people 
living in urban areas are at risk of developing lung disease [4].  

There are numerous direct health implications of air pollution. Industry, traffic, energy power 
plants, and the use of solid fuels in residential buildings all have a substantial impact on air pollution 
[5]. Increasing pollution poses a grave threat to the economy and the general public's quality of life. 
The most used method of measuring pollution is the Air Quality Index, which combines five 
significant contaminants.  

Particulate matter, carbon monoxide, sulfur dioxide, nitrogen dioxide, and ground-level ozone. As 
a result, air pollution is more likely to occur presently. This necessitates immediate action and 
preventive measures in order to not only stop the growth in air pollution but also to Therefore, It's 
crucial to have technologies that can forecast future pollution levels in addition to monitoring current 
pollution. By locating pollution sources, AI can track and forecast changes in air pollution levels. 
Think about whether greater industrial production is correlated with better air quality, or whether 
constraints on transportation are a factor. Air pollution monitoring stations, which are big and 
expensive to establish and operate, are usually used to measure air quality. 

 However, the data from these sites is very accurate in terms of the quality of the air. Other 
techniques are reported to be more affordable and to cover a larger region. Industry and academia are 
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both interested in this relatively new technology called the Internet of Things. To solve the weaknesses 
of present air quality measurement systems in recognizing and predicting chemicals that become very 
close to the environment and to reduce the total cost of air pollution, the research offers a novel 
technique. In exchange, reporting and predicting tools driven by AI are dependable, affordable, 
straightforward to use, and quick to implement. The level of skill that AI needs to produce these 
predictions, in particular, has no hard upper limit. The field of artificial intelligence expands as new 
findings are made in it. Linear regression, support vector regression, and gradient boosted decision 
tree for prediction are three artificial intelligence learning techniques that are defined. 

This project will also use a library from python, TensorFlow, Tensorflow is a tensor and 
computational graph that crosses nodes to edges. So, Data for Machine Learning generally requires 
computation in some form and therefore, we often see data representation done numerically. To define 
a tensor: a container that can hold data in N dimensions. In short, a tensor is a mathematical object 
used to describe physical properties such as scalars and vectors. Basically, tensors are just a 
generalization of scalars and vectors; scalars are zero-rank tensors, while vectors are first-rank 
tensors.. 

II. Methods 

This research employs artificial intelligence approaches to evaluate and estimate sensor 
concentrations and ecological implications in order to examine the probable concentration of gaseous 
pollutants in the environment and alert locals and appropriate authorities [11]. The system includes a 
monitoring and warning mechanism that operates in real-time [12]. Future forecasters apply these 
calculated parameters to send emergency alerts using artificial intelligence learning algorithms, 
Support vector regression, specifically linear regression, and gradient boosted tree decision. 

Here are the algorithms used to create this artificial intelligence: 

A. Support Vector Regression 

Based on the support vector theory developed by Vapnik, support vector regression is a supervised 
learning procedure [13]. To lessen uncertainty, it is necessary to locate hyperplanes and decrease the 
difference between expected and actual values. For the computation below, the minimal value of "S" 
equals the maximum margin theorem, where the formula specifies the percentage of total empirical 
error. 

B. Linear Regression 

Predictive analytics and the widely used linear regression model are the most fundamental methods 
[14]. The linear technique and the relationship between its two variables are relevant. MLR, often 
referred to as simple multiple regression, is a quantitative method for forecasting the results of a 
dependent variable by using a number of important independent factors. The purpose of multiple 
regression is to describe the linear relationship between the causative (independent) and response 
(dependent) elements (MLR). 

C. Gradient Boosted Decision Tree 

GBDT develops an ensemble learner using the boosting technique. To create a powerful learner, 
decision trees are connected sequentially [15]. The GBDT decision trees do not fit the complete 
dataset. The objective is to reduce the errors in the previous tree. Every tree thus conforms to the 
residuals of the previous tree. As a result, the model eventually becomes more accurate and robust 
overall. 

To connect intelligent objects to the Internet, the OSI layer protocol's capabilities are used as the 
Web of Things' fundamental purpose. In this work, we propose mobile nodes for such levels of air 
performance sensors that monitor levels of air pollutants [16]. All Air Sensors interface is a tiny sensor 
connection system which connects to the web or, by extension, a worldwide network of linked objects. 
Data from the Internet of Things is gathered using an artificial intelligence platform, and all of the 
sensor data is saved and sent to the cloud. 

1) Data collection on air quality: 

The Internet of Things device was built utilizing various components, including gas sensors, 
embedded systems, Raspberry gadgets, clean air sensor systems, and PM2.5 particle sensors. Although 
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PM2.5 particle sensors locate nanomaterials with such a size smaller than 2.5 microns, air pollutants 
monitors compute the Index of Air Quality (AQI) [17]. Gas sensors are used to monitor the amounts 
of nitrogen gas (NO2), carbon dioxide (CO2), and sulfur dioxide (SO2). The required data is gathered 
by a sensor, which is connected to a microcontroller for reading. This information is gathered and then 
sent to the cloud via MCU nodes. The acquired data can be used to forecast the upcoming few hours 
using the Index of Air Quality (AQI) as a test dataset. 

2) Pre-processing:  

Multiple sources of data may contain redundant data, missing figures, and contradicting formations 
[18]. To obtain the proper prediction performance, the dataset must be cleaned; missing values must 
be filled in, deleted, or handled using another method that uses an average value. To avoid skewed 
outcomes, redundant data should also be deleted or discarded. Some data sets might contain 
abnormalities or extreme values that should be eliminated to produce a fair estimate. Only when all 
of this data preprocessing is completed can classification algorithms and other sorts of data mining be 
effective. For data pre-processing and to minimize some redundant information, classification 
methods are also used after logistic regression. 

3) Air Quality Measurement  

Important variables in the suggested methodology include 
a. Carbon Dioxide (CO2): Carbon dioxide is an inflammable, flavorless, and colorless gas [19]. It also 

examines the category for asphyxiating gasses that block tissues' access to oxygen. CO2 is a very 
important emission for the planet, as it is one of the main components of the photosynthesis process, 
changing chemical carbon dioxide energy to solar carbon. A significant contributor to the growing 
CO2 levels is the increased usage of fossil fuels. Plant development is hastened as a result. Because 

unwanted vegetation spreads quickly, pesticide use rises.. 
b. Sulfur Dioxide (SO2): Sulfur oxides are a wide class of compounds that include poisonous, 

colorless glasses (SOx). When fossil fuels (coal, oil, diesel) or other substances containing 
sulfur are burned, these glasses, particularly SO2, are produced. Power plants, smelters, and 
cars are a few examples of sources. Sulfur dioxide emissions from diesel machinery and 
automobiles have historically been a significant source, but recent federal rules to lower the 
sulfur content of diesel fuel have dramatically reduced emissions from this industry. Another 
unavoidable result of volcanic activity is sulfur dioxide. Sulfur dioxide is a colorless gas that 
can be detected by taste and smell. The main culprits are fossil fuels. 

c. Nitrogen Dioxide (NO2): The collection of related gasses known as nitrogen oxides, or NOx, 
includes nitrogen dioxide, A gaseous air pollutant consisting of both oxygen and nitrogen 
frequently referred to as NO2. NO2 is produced when fossil coal, oil, fuel, gasoline, and 
biodiesel are burned at high temperatures [20]. The production of ozone and particle 
pollution are both influenced by the presence of NO2 and other oxides of nitrogen in the 
surrounding air. This represents one of the six major air pollutants whose levels are restricted 
by federal air quality rules. Burning fossil fuels indoors, such as wood and natural gas, can 
also produce NO2. Brownish-colored nitrogen dioxide is a gas that can be easily identified 
by its odor. It comes about as a result of burning fossil fuels. No chemical process is typically 
employed to release NO2 into the atmosphere. In excessive amounts, NO2 can harm the lungs. 
It, like SO2, mitigates acid rain.. 

III. Result and Discussion 

The dataset generated by must be used to test the presented models. 
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Fig. 1. AI model predictions for the Air Quality Index values 

Shows how IoT can be utilized to predict the overall Air Quality Index for the coming hours. 
Burning fossil fuels indoors, such as wood and natural gas, can also produce NO2. Table 1 below 
shows that the predicted values are provided. 

Table 1.  Values of the AQI that models predict 

Hour Linear Model SVR Model GBDT Model 

1 117.991 115.231 113.672 

2 122.672 114.613 112.904 

3 124.835 115.815 110.982 

4 127.104 114.857 103.837 

5 131.456 115.975 104.908 

 

The proficiency statistics used in this study to assess how well the various models perform are 
RMSE, MAE, and MSE. A popular strategy for measuring model error in forecasting quantitative data 
is to separate the vector of expected outcomes from the vector of true values. Model performance 
values are presented in Table 2: 

Table 2.  Values for artificial intelligence model performance metrics. 

Model  RMSE MAE MSE 

Linear Regression 17.785 16.985 15.924 

Support Vector Regression 08.455 10.977 7.914 

Gradient Boosted Decision Tree 03.147 6.204 2.1405 

 

This Journal uses a range of artificial intelligence approaches, including methods such as the 
support Vector Regression, Linear Regression and Gradient Boosted Decision Tree, to predict the Air 
quality monitoring. Examining performance measurement information for all models will allow one 
to choose  Gradient Boosted Decision Tree with the smallest error value.  

Validation datasets of different air pollution concentrations collected by monitoring systems were 
utilized to more easily evaluate the predicted accuracy of linear regression, support vector regression, 
and gradient boosted decision tree. Three metrics are also used to assess each model's performance: 
RMSE, MAE, and MSE. Table 3 compares the three methods used to predict the concentration of 
each pollutant and demonstrates that the gradient boosted decision tree works efficiently. in other 
words, has the best prediction accuracy and the least overall prediction error 
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Table 3.  Error comparison between each algorithm. 

Type AI Model MSE RMSE MAE 

 

CO2 
Linear Regression 0.0019 0.0425 0.0917 

Support Vector Regression 0.0028 0.4565 0.0249 

Gradient Boosted Decision Tree 0.0004 0.2788 0.0169 

 

SO2 

Linear Regression 0.4959 0.6989 0.4909 

Support Vector Regression 0.4586 0.7535 0.5925 

Gradient Boosted Decision Tree 0.0798 0.3115 0.3195 

 

NO2 

Linear Regression 13.9016 5.9024 3.9018 

Support Vector Regression 10.9236 4.7824 3.0918 

Gradient Boosted Decision Tree 2.8926 1.5615 1.2377 

 

PM2.5 

Linear Regression 24.9017 5.9166 3.7308 

Support Vector Regression 0.3425 0.6146 0.2917 

Gradient Boosted Decision Tree 0.0064 0.0915 0.0598 

 

 

PM10 

Linear Regression 36.715 7.0244 3.9165 

Support Vector Regression 0.3427 0.6237 0.3169 

Gradient Boosted Decision Tree 0.0065 0.0727 0.0535 

 

The metrics are used to assess the predictive model's efficacy and to look for any potential 
correlations between anticipated and actual values. Each of these metrics represents expected and 
actual values for the entire region, with the goal of forecasting values to solve the problem of air 
pollution. The metrics applied in this study are listed below. 

1. Mean Squared Error (MSE):  
One of the simplest fundamental and simple measures used in regression is this one. It is defined 
as the mean squared error of the predictions produced, which is the sum of the squared 
differences between the true value and the predicted value. According to the formula One of 
the simplest and most fundamental measures used in regression is this one. It is referred to as 
the mean squared error of the predictions made or the sum of the squared deviations between 
the actual and expected values. 

2. Root Mean Square Error (RMSE):  
Root mean square error is the process of calculating the square root of the mean square of the 
variations between the expected value and the actual value. 

3. Mean Absolute Error (MAE):   
collects data of a divergence between two succeeding time series regardless the direction. This 
demonstrates that the strength of the mean and absolute deviations between predictions and data 
obtained is equal. Formula[20] displays the MAE formula. 

IV. Conclusion 

This paper describes an air production quality and forecasting model that makes use of forecasting 
techniques to offer a legitimate and suitable approach to the complexity of air quality. AI has the 
ability to accelerate international efforts to protect the climate and conserve resources by discovering 
energy sources that cut emissions. The forecasting component of the suggested system consists of a 
calculation method that resembles a sophisticated calculator. To determine how much pollution is 
produced and how it is transported across a specific location at a specific time, they use a number of 
mathematical calculations. The use of many sensors enhances the precision of pollution management, 
lowers the cost of observatories, and improves the efficiency and thoroughness of the monitoring of 
data about observation regions. In this study, predictions are made using a variety of models, including 
a gradient boosted decision tree, a vector regression support model, and a linear regression model. 
computational techniques, which resemble highly sophisticated calculators in their operation. They 
use a number of mathematical models to predict how much pollution will be released and how it will 
spread across a specific area at a specific time. Multiple sensors are used to ensure accurate pollution 
management, lower observatory costs, and data management over the effectiveness and size of the 
monitored zone. To predict the index of air quality values during the following five hours, a number 
of techniques are used, including linear regression, the Vectors Regression Support model, and 
gradient-boosted decision trees. An investigation of the performance criteria shows that the Gradient 
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Boosted Decision Tree does have the lower failure rate among all the models. Table 1 compares a 
number of models to the proposed system and displays projected values for the proposed model's 
anticipated values using AI techniques, clearly indicating the enhanced performance. Future studies 
may compare the timing and predicting capacities of various components to analyze the suggested 
IoT-equipped AI system. Additionally, it may be tested in a variety of circumstances and improved 
by dynamically adjusting the context in accordance with system operator considerations. More nodes 
with the ability to perform prediction algorithms could boost speed and dependability. 
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