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1. Introduction 

Cancer is characterized by abnormal cell growth beyond normal limits, which can then invade 
adjoining parts of the body and/or spread to other organs (WHO, 2018). There are many types of 
malignant cancer, one of which is cervical cancer. Cervical cancer is a malignant cancer with a high 
mortality rate that affects the cervix of women. The Human Papilloma Virus (HPV), an oncogenic 
subtype that attacks cervical cells and causes abnormal cell growth, is what causes cervical cancer 
[1]. Based on GLOBOCAN data in 2020, cervical cancer in Indonesia ranks second among the 10 
most common cancers with an incidence of 9.2%. According to the Indonesian Ministry of Health, 
the number of women suffering from early cervical cancer was approximately 23.4 per 100,000 
women diagnosed with cervical cancer, and the mortality rate was 13.9 per 100,000 people in 2018 
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 According to data from the World Health Organization (WHO), cervical 
cancer is ranked second, with a high mortality rate in women every 
year. Cervical cancer is caused by the presence of the Human Papilloma 
Virus (HPV), which directly attacks the cervix. Additionally, an 
unhealthy lifestyle can cause attacks of this disease. Several methods 
can be used to detect cervical cancer early, one of which is Visual 
Inspection with Acetic Acid (VIA). Through VIA, tests can determine 
whether patients are infected with the HPV virus. The results of the VIA 
test can be seen with the naked eye, but medical experts have different 
opinions about the diagnosis made using their vision. Therefore, to 
assist medical practitioners in diagnosing the results of VIA, an 
examination with a technological approach was carried out. Digital 
imagery was used for the analysis. A medical expert’s Android camera 
was used with .jpg image format to capture pictures of the VIA test 
results. In this study, cervical cancer image classification was carried 
out from the results of the VIA test examination that had been carried 
out at Hasan Sadikin Hospital, Bandung, with as many as 255 data 
points for Negative VIA and 65 data points for Positive VIA. In the 
image processing of the VIA test results, CLAHE images and Canny 
Edge Detection images are used. Deep learning was used with the 
ResNet-50 and ResNet-101 architectural models to classify images, and 
different hyperparameter configurations, such as optimizers, learning 
rates, batch sizes, and input sizes, were tested. In this study, the best 
results were obtained using Canny Edge Detection images with 
hyperparameter configurations using the SGD optimizer with a learning 
rate of 0.1, a batch size of 32, and an input size of 224 × 224. 
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[2]. In order to reduce the risk for cervical cancer patients, the government conducts a cervical 
cancer screening program where counseling on cervical cancer is given and a Visual Inspection with 
Acetic Acid (VIA) examination is carried out. This cervical cancer screening program is provided 
free of charge through national health insurance [3]. Visual Inspection with Acetic Acid (VIA) is a 
simple screening method that uses vinegar acid solution at 2% and iosium lugol solution on the 
cervix and discolored cervical tissue to find pre-cancerous lesions and cervical cancer in women. 
Where if there is a well-defined white area with regular borders, then the result is positive for 
cervical cancer [4]. However, a lack of knowledge about cervical cancer, HPV vaccination, cervical 
cancer screening, concerns about side effects, and vaccine costs are obstacles to HPV vaccination 
among Indonesian women [5]. HPV vaccination planned by the government has shown an overall 
uptake of HPV vaccine in Indonesia, with an estimated uptake of more than 90%, and several cities 
in Indonesia have contributed to the high acceptance rate of HPV vaccine in some schools [6]. 

In research [7], a new method was developed to automate cervical cancer screening using an 
object detection approach based on a Convolutional Neural Network (CNN), which provides 
reference information on the location and category of abnormal cells in more detail. A convolutional 
neural network (CNN) is a type of architecture in artificial neural networks that is used to process 
data in the form of images inspired by how visual sensory organs work in living things and uses 
convolution, pooling, and activation techniques to recognize objects in images [8]. The optimal 
accuracy results from the new development for cervical cancer screening automation obtained in the 
study [7] reached 89.3%. In this case, it can be known that the classification of cervical cancer 
images from VIA test results can use the CNN method. There are various types of CNN architecture 
models, one of which is the Deep Residual Network (ResNet). ResNet can solve the problem of 
vanishing gradients in very deep neural networks and introduce residual blocks that allow 
information to pass through multiple layers in the network [9]. Deep Learning training also takes a 
long time and is limited to a certain number of layers. To solve problems in Deep Learning training, 
the Deep Residual Network method uses skip connections or connection shortcuts [10]. This feature 
makes it possible to obtain a deeper network and reduce the error rate. A deep residual network is 
divided into several different types of architectures based on the number of layers used, ranging 
from 18 layers, 34 layers, 50 layers, 101 layers, and 152 layers [11]. 

In a study [12], a complex classification of cervical cancer images was performed using the Deep 
Residual Network (ResNet) method. The ResNet architecture model used in this study is ResNet-18. 
The optimal accuracy obtained in this study was 97%. The accuracy results obtained using the 
ResNet architecture model showed better accuracy in classifying cervical cancer images. In this 
study, a digital image classification system for cervical cancer was designed using a deep residual 
network architecture. Two types of Deep Residual Network architecture were used in this study: 
ResNet-50 and ResNet-101. The ReNet-50 architecture model is a type of residual network model 
with 48 convolutional layers, one maximum pooling layer, and one average pooling layer [13]. 
ResNet-50 introduces a new concept called shortcut connections. This concept is related to 
vanishing gradient problems produced by the deepening of a network [14]. ReNet-101 is a type of 
residual network that has a total of 101 layers, including 99 convolutional layers, one maximum 
pooling layer, and one average pooling layer [15]. The dataset used in this study was obtained from 
Hasan Sadikin Hospital, Bandung. This study aimed to assist medical experts in diagnosing white 
lesion patterns using the Deep Residual Network method in classifying cervical cancer images from 
VIA test results. 

2. Method  

A cervical cancer image classification system using a Deep Residual Network architecture will 

be designed in several stages in accordance with the objectives of this study. The stages of the 

cervical cancer image classification system are shown in Fig. 1. 

 

Fig. 1. Block System Design Diagram 



ISSN 2579-7298 International Journal of Artificial Intelegence Research  
 Vol. 7, No. 1, June 2023, pp. 56 - 63 

 Hilman Fauzi et.al (Classification of Cervical Cancer Images using Deep Residual Network Architecture) 

The design of the cervical cancer image classification system starts at the first stage, namely 

data acquisition, which refers to the process of taking data directly using a camera to obtain 

datasets. After the data acquisition process was complete, a preprocessing step was carried out to 

obtain a better image. Then, the data that has been preprocessed will be classified with the aim of 

increasing the level of recognition and performance of image classification. 

2.1. Data Acquisition 

 In this study, data were obtained from the results of the VIA test conducted at Hasan Sadikin 
Hospital, Bandung. The data were captured directly using a camera with a minimum resolution of 8 
MP on Android. Taking pictures will be carried out with a distance of approximately 10–18 cm 
focused on the cervix and indoor lighting of 300–500 lux, and the images will be stored in .jpg 
format. For testing, this system uses data divided into two classes: positive and negative. The initial 
input data of the VIA test examination is shown in Fig. 2 as follows: 

 

(a)                           (b) 

Fig. 2. Class Image (a) Negative Class Image & (b) Positive Class Image 

2.2. Preprocessing 

Data preprocessing is the initial processing of data, which includes cleaning data, filling in 
missing values, smoothing noisy data, recognizing and eliminating outliers, and reducing large 
amounts of data [16]. In this study, data preprocessing was performed with the aim of obtaining a 
better image for the next stage.  

In this preprocessing step, there are several stages, such as the resizing stage, which is used to 
resize the image. The size of the images entered is very diverse; therefore, the resizing stage is 
necessary so that the size of each image entered is the same. Furthermore, a data augmentation stage 
was used to manipulate the image data. Data Augmentation aims to add or subtract data if the 
amount of data is not equal to the number in each class. The Contrast Limited Adaptive Histogram 
Equalization (CLAHE) stage is then used to improve the contrast and image quality by fine-tuning 
the pixel intensity distribution in the image [17]. CLAHE can remove noise from images by limiting 
the contrast values. The CLAHE image is shown in Fig. 3. 

 

 

(a) (b) 

Fig. 3. CLAHE Image (a) Image Before CLAHE (b) Image After CLAHE 
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The final stage is Canny Edge Detection, one type of algorithm used in detecting edges in digital 
images by providing image results that show the location of the discontinuity of image intensity as 
an output of this process [18]. First, Canny Edge Detection will carry out the Gaussian Convolution 
process to smooth the input image and remove noise contained in the input. Furthermore, an 
application process will be carried out to highlight the location of the highest-rangking constituency. 
Various VIA test results in image input data will be divided into two groups with their respective 
portions, namely 90% training data and 10% test data. The training data and test data used will be 
randomly retrieved from the dataset used. Below is a flowchart of the preprocessing process in Fig. 
4.  

          

(a)            (b) 

Fig. 4. Canny Edge Detection Image (a) Negative Class Canny Edge Detection Image (b) Positive Class 

Canny Edge Detection Image 

2.3. Classification 

At this classification stage, the preprocessed data are processed using the data split process. This 
data-splitting process was performed to divide the training, validation, and test data. After that, 
continue by configuring the architectural model. The architectural models used in this study are 
ResNet-50 and ResNet-101. The next stage is to configure hyperparameters before conducting the 
training and testing processes. The hyperparameter configurations used in this stage include the 
Optimizer, Learning rate, Batch size, and Input size. In this configuration process, the epoch value 
used is 40. The next stage was to conduct training and testing of the ResNet-50 and ResNet-101 
architectural models. 

2.4. System Test Parameters 

System testing parameters are required to determine how preprocessing affects the architectural 
models used in testing, such as ResNet-50 and ResNet-101. Testing of this system was carried out 
using input data from CLAHE images and Canny Edge Detection images. This system was tested 
for 40 epochs using early stopping. In this test, a comparison was made against the results of 
hyperparameters such as the optimizer, learning rate, batch size, and input size. An optimizer is an 
algorithm used to correct the weight and bias contained in the model learning process, which can 
reduce the value of the loss function by equalizing the desired output with the predicted output [19]. 
The optimizers used for comparison are Adam, Adamax, and SGD. 

Adam's optimizer is a combination of momentum and RMSProp optimizer types used to 
calculate the average of both gradients and leverage the previous gradient to accelerate learning [20]. 
The Adamax optimizer is a development of the Adam optimizer, which has a simpler parameter 
update to its rules that can maximize the average exponential value of the previous gradient into a 
more stable value [21]. A stochastic gradient descent (SGD) optimizer is one of the simplest types of 
gradient descent optimizers used to reduce workload in deep learning models [22]. The learning rate 
is one of the system testing parameters used to calculate the value of weight correction in model 
learning. Learning rate values vary greatly, but generally the values used range from 0.1 to 1 [23]. 
The learning rate values used for the comparison were 0.1, 0.01, and 0.001. The batch size is a 
parameter of system testing in deep learning that regulates the number of samples during the 
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optimization process [24]. The batch sizes used for comparison are 32, 64, and 128. The input size is 
a measure of the dimensions of the image used in the computational process [25]. The input size 
values used for comparison are 128 × 128, 224 × 224, and 256 × 256. 

3. Results and Discussion 

Cervical cancer image data from VIA test results was divided into two classes of data, namely 
positive VIA and negative VIA. In this system test, the results of the CLAHE input image and the 
Canny Edge Detection input image were compared using two architectures, namely ResNet-50 and 
ResNet-101. There are four stages of testing the optimizer: learning rate, batch size, and input size 
on CLAHE images and Canny Edge Detection images. Tests done on these two types of 
preprocessing show that the Canny Edge Detection image works well because it can learn the 
pattern of white lesions from VIA inspection. Meanwhile, CLAHE images can only improve the 
quality of the image. Then, in testing two architectural models, namely ResNet-50 and ResNet-101, 
on images from CLAHE preprocessing and Canny Edge Detection. The best test results for cervical 
cancer image classification from VIA test results are using ResNet-50 architecture with Canny Edge 
Detection preprocessing image types and hyperparameters in the form of SGD optimizers, learning 
rates of 0.1, batch sizes of 32, and input sizes of 224 × 224, with test accuracy results of 98.55%, as 
seen in Table 1. 

Table. 1. Test Results 

Architecture 
Types of 

Imagery 
Optimizer 

Learning 

Rate 
Batch Size Input Size 

Accuracy 

Tests 

ResNet-50 

CLAHE SGD 0,1 32 224 224 95,45 % 

Canny 

Edge 

Detection 

SGD 0,1 32 224 224 98,55 % 

ResNet-101 

CLAHE SGD 0,1 32 224 224 92,90 % 

Canny 

Edge 
Detection 

SGD 0,1 32 224 224 89,28 % 

 

Using the same hyperparameters, these two architectural models have different results. When 
using a combination of the ResNet-50 model with Canny Edge Detection preprocessing images, the 
accuracy results obtained reached 98.55%. While the accuracy results from the combination of the 
ResNet-101 model with the same preprocessing image data get 89.28% results. It can be seen that 
the accuracy level of the test between ResNet-50 and ResNet-101 with the same input image has 
decreased because the Canny Edge Detection preprocessing image is not good when used on 
ResNet-101. To evaluate the quality and performance of the system that has been created, a 
confusion matrix is used that can make it easier to analyze the results of accuracy, precision, recall, 
and F1-Score. The results of the confusion matrix in the best test, where the system can learn quite 
well in classifying images, can be seen in Fig. 5. 
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Fig. 5. Best Confusion Matrix Testing 

The performance parameters obtained from the best tests in each class have precision, recall, 
specificity, and F1-Score values with an accuracy rate of 99%. The high accuracy value of this study 
was obtained to show that the performance of the model used is good and able to classify positive 
VIA and negative VIA, as can be seen in Table 2 below. 

Table. 2. Performance Parameter Results 

Class Precision Recall Specificity F1-Score 

VIA (+) 100 % 97 % 97 % 98 % 

VIA (-) 98 % 100 % 97 % 99 % 

Accuracy    99 % 

 

4. Conclusion 

In this study, cervical cancer image classification from VIA examinations with Deep Residual 
Network architecture was applied. In the preprocessing process, tests are carried out on two types of 
preprocessing: CLAHE input images and Canny Edge Detection input images. From this 
preprocessing test, it was found that the input image of Canny Edge Detection results had a high 
performance value in studying white lesion patterns from VIA test results. Subsequently, a 
comparison of the accuracy results against two Deep Residual Network architecture models was 
performed. The architecture models used for comparison were ResNet-50 and ResNet-101, with 
each model tested on input images from CLAHE and Canny Edge Detection. From the test results, it 
was found that the best test result was obtained by the ResNet-50 architecture model using the 
Canny Edge Detection input image. In this test, the hyperparameters used were SGD optimizer, 
learning rate with a value of 0.1, batch size with a value of 32, and input size with a value of 224 × 
224. By combining the ResNet-50 architecture model with Canny Edge Detection input images and 
hyperparameters, the best results were obtained, with an accuracy reaching 98.55%. Meanwhile, 
from the test results using the ResNet-101 architecture model, accuracy reached 89.28% using the 
same input image data and the same hyperparameters. 
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