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ABSTRACT

Forecasting is needed in various problems, one of which is forecasting electronic journal unique visitors. Although forecasting cannot produce accurate predictions, using the proper method can reduce forecasting errors. In this research, forecasting is done using the Deep Learning method, which is often used to process two-dimensional data, namely convolutional neural network (CNN). One-dimensional CNN comes with 1D feature extraction suitable for forecasting 1D time-series problems. This study aims to determine the best architecture and increase the number of hidden layers and neurons on CNN forecasting results. CNN performance was measured using the root mean squared error (RMSE) in various architectural scenarios. Based on the study results, the best results were obtained with an RMSE value of 2.314 using an architecture of 2 hidden layers and 64 neurons in Model 1. Meanwhile, the significant effect of increasing the number of hidden layers on the RMSE value was only found in Model 1 using 64 or 256 neurons.
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I. Introduction

Forecasting is an activity to predict conditions that will occur in the future by utilizing all conditions that occurred in the past [1]. Forecasting can help solve various problems that require a picture of future conditions. Forecasting can also determine the right decision based on considerations of circumstances that have occurred previously [2]. Forecasting does not produce definite predictions because there is always a problem of uncertainty in the future [3]. For this reason, the proper selection of forecasting methods can reduce the error rate to produce an optimal prediction. Currently, various problems require forecasting to determine strategies or decisions based on predictions of future conditions, one of which is forecasting unique visitors (sessions) in electronic journals.

Research on session forecasting has been done previously. Session forecasting using the multilayer perceptron (MLP) method produces an RMSE value of 0.137826 [4]. This method is also combined with the single exponential smoothing method in session forecasting, which produces an RMSE value of 0.7554 [5]. Another session forecasting uses the long short-term memory (LSTM) method and produces an RMSE value of 13.76 [6]. The LSTM smoothing variant has also been applied to session forecasting, producing a MAPE value of 0.08098 [7]. In addition, the backpropagation neural network (BPNN) method is also used to predict the session and generate a MAPE of 0.301 [8]. Based on the value of the results obtained, forecasting in previous studies proved effective in solving prediction problems. However, they only use a single attribute, namely sessions, so the time-series analysis is univariate. While the dataset used has four attributes: sessions, page views, visitors, and new visitors.

Therefore, this study focuses on multivariate analysis of e-journal sessions using a convolutional neural network (CNN). CNN is widely used because it has good performance in various fields that use two-dimensional data, such as computer vision and image processing [9]. However, recently the
one-dimensional CNN (1D CNN) model has begun to be applied to prediction tasks involving time series with satisfactory results [10]. 1D CNN can predict time series problems by extracting one-dimensional features from the data used [11], [12]. A CNN-based multi-input model was employed in research [13] to estimate the power generated by a wave energy converter (WEC) device. Four-variable time-series input data is transformed into two-dimensional data. The findings indicated that RMSE of multi-input CNN (3.11) outperformed other supervised modeling networks such as Artificial Neural Network (2144.83), Support Vector Machine (34.88), Robust Linear Regression (35.15), Medium Tree (23.36), and Boosted Tree (20.83). 1D CNN was used in the study [14] to forecast monthly rainfall for chosen regions in eastern Australia. Climate indices are the different atmospheric factors that cause rain to fall. Several meteorological features and climate indicators are gathered from various sources to be utilized as rainfall predictors for certain places at specific year periods. The study results show that the RMSE of CNN (142.133) outperforms the forecasting model of the Australian Community Climate and Earth-System Simulator (ACCESS) meteorological bureau (179.139) and conventional multi-layered perceptron (158.074). CNN 1D has also been used in research [15] to predict stock price movements in the Chinese stock market using stock data. Stock data is a one-dimensional time series data set with five characteristics: the opening price, high price, low price, closing price, and stock volume. According to the study's findings, a deep learning approach based on Convolutional Neural Networks may be utilized to forecast the movement of Chinese stock values.

This study aims to use 1D CNN for forecasting multivariate time-series data. All attributes in the dataset will be used to generate unique visitor predictions. This study also aims to determine the effect of increasing the number of hidden layers and neurons on the 1D CNN method results. 1D CNN performance will be measured using the root mean squared error (RMSE) method for all different architectures.

II. Method

In this study, the journal sessions forecasting process used the CNN method. The forecasting process has several stages of the research flow, as shown in Figure 1.
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Based on Figure 1, the activity data of the journal portal visitors is collected first from the e-journal site. After the dataset is obtained, the following process is data normalization. The CNN method is used in the forecasting process by applying several different architectures. In the final stage, CNN's forecasting performance is evaluated using the RMSE method. A complete explanation will be given in the following sub-chapters.

A. Data Collection

The dataset in this study is the visitor activity data of the Knowledge Engineering and Data Science (KEDS) journal portal. The dataset used starts from January 1, 2017, to December 31, 2020. The dataset has four attributes: sessions, page views, visitors, and new visitors. The dataset is used to predict session variables. The session was chosen as the target of forecasting because it is an indicator of the success of an electronic journal [6]. The increasing number of sessions per day illustrates the wide distribution and high public interest in electronic journals, accelerating the journal accreditation system [7]. The sample dataset visualization for 2020 can be seen in Figure 2.
This study uses three models based on training and testing data used. The distribution of the dataset is shown in Table 1.

### Table 1. Data Usage of Each Model

<table>
<thead>
<tr>
<th>Model</th>
<th>Data Training</th>
<th>Data Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>2018</td>
<td>2019</td>
</tr>
<tr>
<td>Model 2</td>
<td>2019</td>
<td>2020</td>
</tr>
<tr>
<td>Model 3</td>
<td>2018 – 2019</td>
<td>2020</td>
</tr>
</tbody>
</table>

#### B. Data Normalization

The normalization method used is min-max normalization. Normalization is important because the data on each variable has a different range [16]. This method can change the range of each variable to a range between 0 and 1 [17], [18]. Min-max normalization is performed using (1) [19].

\[
x^* = \frac{x - \text{min}}{\text{max} - \text{min}}
\]

Where \(x^*\) is the normalized value, \(x\) is the original value, \(\text{min}\) is the lowest value from the dataset, and \(\text{max}\) is the highest value in the dataset.

#### C. Forecasting Process Using 1D Convolutional Neural Network (CNN)

1D CNN consists of a 1D input layer, 1D convolution layer, 1D pooling layer, fully-connected layer, and output layer [20], as shown in Figure 3. The input layer helps receive one-dimensional data. After inputting the data, the data is passed to the convolutional layer. In the convolutional layer, there is a 1D filter that is used to convolute the data [21]. Convolution is used to extract features from input data. The 1D filter shifts along the input data to perform dot product operations with the appropriate receptive field, and then the results are entered into the input feature map [22]. The stride value determines the magnitude of the filter shift. The lower the stride value, the more detailed the feature information will be and the more and longer the calculations will take. The resulting input feature map is forwarded to the activation function to generate a neuron output feature map from convoluted features [23].
The pooling layer is tasked with reducing the dimensions of the feature map output from the convolutional layer to reduce the number of parameters and control overfitting [24]. This layer also aims to reduce the computational complexity of the network [25]. The most common types of pooling are average pooling and max pooling. Average pooling is used to extract a single average value from a group of neurons. While max-pooling extracts a single maximum value from a group of neurons, as shown in Figure 4.

The fully-connected layer is helpful for processing data using MLP to get the expected results [26]. This layer consists of many neurons fully connected with other layers [27]. This layer also gets input from the output of the feature extraction layer (convolution layer and pooling layer) [28]. Through this layer, the input is changed until the final result is obtained [29]. The output of the fully-connected layer is passed to the output layer. The output layer is responsible for displaying predictions [30].

In this study, the application of the 1D CNN method uses architecture, as shown in Table 2. This architectural variation was adopted from studies [31]–[33] with minor changes based on need. This architecture is used in every forecasting model that has been designed.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Type</th>
<th>Number of Layers</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>No. of Neurons</td>
</tr>
<tr>
<td>Conv1D</td>
<td>Convolutional Layer</td>
<td>1</td>
<td>64</td>
</tr>
<tr>
<td>MaxPool1D</td>
<td>Pooling Layer</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Flatten</td>
<td>Flatten Layer</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Dense</td>
<td>Fully Connected Layer</td>
<td>1 (2, 3, 4, 5, 6, 7, 8, 9, 10)</td>
<td>16, 32, 64, 128, 256</td>
</tr>
<tr>
<td>Dense</td>
<td>Output Layer</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Based on Table 2, the convolution layer uses a one-dimensional convolution layer with 64 filters, 1 kernel size, and the ReLU activation function. The pooling layer uses a one-dimensional max pooling layer with a pool of size 1, and the dropout rate is 0.5. The flatten layer is used to convert the...
output matrix of the previous layer into a one-dimensional vector. The different hidden layers and neurons are used in a fully connected layer. The hidden layer starts from 2 to 10, while the number of neurons uses 16, 32, 64, 128, and 256. This layer uses the ReLU activation function, the dropout rate is 0.2, the type of loss function is mean squared error (MSE), and the optimizer uses adam. Here, the batch size is 16, and the maximum epoch is 500.

D. Evaluation

The performance of the forecasting method was measured using the root mean squared error (RMSE) method. RMSE works by calculating the error value to detect irregularities or outliers in the designed forecasting system [34]. The smaller the RMSE value, the better the performance of the forecasting model. Equation (2) shows the RMSE formulae [35].

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i' - y_i)^2} \]  

(2)

Where \( y_i' \) is the predicted value, \( y_i \) is the actual value, and \( n \) is the number of data.

III. Result and Discussion

A total of 135 configurations were carried out. Each configuration has ten evaluated experiments. Table 3 shows the average results of RMSE in every hidden layer scenario and model.

<table>
<thead>
<tr>
<th>Hidden layer</th>
<th>Neuron</th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16</td>
<td>32</td>
<td>64</td>
<td>128</td>
<td>256</td>
<td>16</td>
</tr>
</tbody>
</table>

Based on the forecasting results in Table 3. Model 1 has the best RMSE of 2.314 using 2 hidden layers and 64 neurons. The use of different architectures makes the RMSE is gradually decreased. Hidden layers increase the RMSE, especially when using 16 neurons. Meanwhile, the increased number of neurons used relatively reduces the RMSE.

In Model 2, the best RMSE is 3.186, using 2 hidden layers and 256 neurons. The increase in the hidden layer tends to increase the RMSE. On the other hand, the increase of neurons tends to cause a decrease in the RMSE. In other words, the increase of neurons and hidden layers has a different effect on RMSE.

While the best RMSE results in Model 3 are 2.331 using an architecture with 2 hidden layers and 256 neurons. As in Model 1, the increase of hidden layers also increases the RMSE. In addition, the greater the number of neurons used, the RMSE value decreases relatively. Based on comparing the RMSE of the three models in Table 2, the best CNN architecture for multivariate analysis of journal unique visitors is 2 hidden layers with 64 and 256 neurons.

A significance test was carried out using the Paired Sample T-Test to determine the effect of increasing the number of hidden layers and neurons used on the RMSE. A significance value of less than 0.05 indicates that the paired sample changes significantly. The result shows a significant effect on the difference in treatment for each variable. On the other hand, a significance value of more than 0.05 indicates no significant change or effect of the difference in treatment on each variable. The test
results of the significance of increasing the number of hidden layers and neurons on the resulting RMSE can be seen in Table 4 and Table 5.

Table 4. The Result of Paired T-test to Test the Significant of Increasing Hidden Layers in Every Neuron Scenario

<table>
<thead>
<tr>
<th>Model</th>
<th>Neuron</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td></td>
<td>0.9618</td>
<td>0.1492</td>
<td><strong>0.0294</strong></td>
<td>0.1435</td>
<td><strong>0.0393</strong></td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td>0.9705</td>
<td>0.8074</td>
<td>0.3089</td>
<td>0.407</td>
<td>0.9478</td>
</tr>
<tr>
<td>Model 3</td>
<td></td>
<td>0.9913</td>
<td>0.218</td>
<td>0.1361</td>
<td>0.7894</td>
<td>0.409</td>
</tr>
</tbody>
</table>

Table 5. Significance Test Result for the Increase of the Neurons in Each Hidden Layer Scenario

<table>
<thead>
<tr>
<th>Model</th>
<th>Hidden layer</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td></td>
<td>0.0921</td>
<td>0.0939</td>
<td>0.0952</td>
<td>0.0951</td>
<td>0.0982</td>
<td>0.0991</td>
<td>0.1005</td>
<td>0.1029</td>
<td>0.1037</td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td>0.0935</td>
<td>0.0942</td>
<td>0.0973</td>
<td>0.0966</td>
<td>0.0984</td>
<td>0.1005</td>
<td>0.1016</td>
<td>0.1045</td>
<td>0.1062</td>
</tr>
<tr>
<td>Model 3</td>
<td></td>
<td>0.0926</td>
<td>0.0935</td>
<td>0.0963</td>
<td>0.0974</td>
<td>0.0996</td>
<td>0.1001</td>
<td>0.1025</td>
<td>0.1008</td>
<td>0.1043</td>
</tr>
</tbody>
</table>

Based on the results in Table 4 and Table 5, it can be proven that an increase in the number of hidden layers only has a significant effect on the RMSE value in Model 1 with the use of 64 and 256 neurons. At the same time, the increase in the number of neurons has no significant effect on the RMSE value in all existing models.

IV. Conclusion

From the results of this study, it can be concluded that the use of CNN for Journal Unique Visitors Forecasting Based on Multivariate Attributes is visible. The addition of the number of hidden layers of neurons in the CNN method in this study has different effects on each model. The resulting RMSE does not produce a general pattern due to the increase of hidden layers of neurons. Based on the significance test result, a significant effect of adding the number of hidden layers to the RMSE is only found in Model 1 with 64 and 256 neurons. The future research will propose using hyperparameter tuning to find the best model for CNN-based multivariate time-series forecasting.
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